Chaogate Parameter Optimization using Bayesian Optimization and Genetic Algorithm
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Abstract—Chaotic circuits have found application in various research areas, including cryptography. However, more effort has to be made to achieve the properties required for such circuits when they come to their circuit design. We identify and optimize for regions of chaos in a simple three-transistor system known as a chaogate. We use simulations to study the dynamical behavior of the system treated as a one-dimensional map, and then maximize its chaotic and cryptographic behavior using artificial intelligence. We propose several useful metrics for the chaogate, such as the maximum Lyapunov exponent, and measure these metrics over the transistor parameter space. Finally, we apply Bayesian optimization and Genetic Algorithm to identify various chaogate designs in different technology nodes, which we visualize, compare, and use to propose future research.
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I. INTRODUCTION

The chaogate is a dynamical circuit that exhibits highly nonlinear behavior known as chaos [1]. Chaos is often characterized by an exponential but deterministic divergence of nearby trajectories in a dynamical system over time. This property has been leveraged in a variety of applications including cryptography and computation. Research into microelectronic chaotic primitives such as the chaogate is therefore essential to make advances in these fields.

In 1998, it was proposed to use chaotic systems to realize a new class of computing devices [2]. At the time, the focus was on proof-of-principle demonstrations of the capability of chaotic elements for universal computing by exploiting the sensitivity and pattern formation features. For example, the dynamical system proposed in Refs. [3] and [4] was among the first to use a single chaotic element as a reconfigurable logic gate. The chaos-based arithmetic logic unit (ALU) described in Ref. [5] was later used to construct a multi-input, multi-output logic block. Similarly, a gate using Chua’s circuit was used to implement multiple logic gates [4]. In Ref. [6], a simple nonlinear circuit, so-called “chaogate,” was claimed to implement an infinite number of functions. Other chaos sources described in the literature are the modified two-transistor resistor-capacitor phase-shift oscillator [7], modified Wien bridge oscillator [8], driven inductor-varactor resonator [9], and the autonomous circuit using operational amplifiers and linear time-invariant passive components described in [10].

Chaotic systems have also found use in security-related applications because of their inherent properties – sensitivity to initial conditions, unpredictability, deterministic nature (under known initial conditions), and random-like behavior. These properties are tailored to the requirements of various modules in cryptosystems, including compression, encryption, and modulation schemes [11]–[13]. In Refs. [12] and [11], chaos-based public-key cryptography and a chaotic-driver-based encryption scheme were proposed.Chaogates have also been considered as a promising low-cost solution to protect cryptosystems against non-invasive side-channel attacks [5], [14]–[16] because they exhibit a difficult-to-predict state-space of multiple implementations for various logical operations. In addition, chaotic systems for IC authentication, locking key exchange, etc. are considered to address the lack of (sub-)key and clock generation in analog chips [17].

In these previous works, a dynamical system is constructed in an ad hoc manner, and its inherent chaotic properties are not examined precisely. In particular, the parameters affecting the chaotic operation, and consequently, the security of the system embodying the chaotic circuit, are not clearly defined. They also fail to describe a clear methodology to design chaotic circuits based on chaos-related metrics and properties.

To begin to develop a design strategy, we first highlight that a chaotic system is a complex non-linear system that depends on several internal parameters. For example, the chaotic operation of the chaogate, composed of three MOSFET transistors [6], depends on each transistor’s parameters and gate voltages. The three transistor sizes alone comprise of a large search space, which can be intimidating for a designer to explore. In that regard, several methods were proposed in the 2000’s to design a circuit automatically such as in Refs. [18] and [19], which optimize the parameters of an analog IC using artificial intelligence (AI). However, the use of these AI-based techniques stalled because it was not possible to develop a smooth accurate model of the transistor as a function of transistor parameters without expending substantial computational resources if at all. Recent advances in accurate MOSFET models for modern process technologies, AI applications, and availability of more powerful computational resources, however, are reducing such concerns. In light of these issues, our
main contributions in this paper are summarized as follows.

- Identify MOSFET parameters, such as transistor width and bias voltage, that affect chaotic behavior, especially, for the chaogate as an example of a chaotic circuit. In line with this, we develop a methodology to encode or represent the corresponding netlists of chaogate circuits in Python such that these parameters can be tuned easily.

- Formulate an objective function based on the chaos-related metrics, which is then used by state-of-the-art AI optimization algorithms to obtain a chaotic circuit. We stress that the optimization problem underlying the design of chaotic circuits has not been well understood in the literature. Our results provide key insight into which type of optimization algorithms (i.e., data-efficient and time-efficient) could be helpful in this regard.

- Simulate the generated netlists using multiple technology nodes and analyze their performances.

In the next section, we introduce the chaogate structure, operation, and theory. Section III discusses our proposed design methodology, including optimization approaches and parameters. In Section IV, we describe our simulation setup and results. We conclude with a summary and future work.

II. PRELIMINARIES

Chaogate Design: In this paper, we use the chaogate design as implemented by Kia et al. [6]. This design, as shown in Fig. 1a, consists of three MOSFET transistors – 2 NMOS transistors (M1 and M2) and one PMOS transistor (M3) – which are used to implement a nonlinear map to generate chaotic signals. The transistors M1 and M2 share the same input voltage Vin. The bias voltage Vbias (also called the control voltage in the literature) is connected to the gate of M3, which is used to change the response of the circuit. The resulting transfer characteristics curve of Vout versus Vin for different bias voltage is a V-shaped curve, which grows deeper with the increasing bias voltage as shown in Fig. 1b.

The V-shaped output curve has two regions – the left region with a negative slope and the right region with a positive slope whose behavior can be understood as follows. Consider an increasing input voltage Vin. When Vin is less than the threshold voltage of transistor M2 (VTH,M2), the output of the circuit is at a voltage level close to VDD because both M1 and M2 are off. As Vin increases and is larger than VTH,M2, M3 and M2 operate as an inverter and create the left region of the curve. MN1 is still off because the gate-source voltage VGS,MN1 is smaller than the VTH,MN1. When this voltage is greater than VTH,MN1, MN1 turns on to create the right region of the curve.

The core analog chaogate circuit shown in Fig. 1a is embedded in clocked circuitry to enable its operation (not shown) and described briefly here. The initial input to the chaogate circuit is set by the user and is directed to Vin using a switch. The subsequent value of Vout, after transient behavior has died out and the circuit settles to a steady-state behavior, is measured by a sample-and-hold circuit driven by a system clock. The switch is toggled so that it now directs Vout to Vin, and this process continues for a time controlled by the user.

Chaogate Theory: The dynamics of the chaogate can be described by

\[ V_{n+1} = f(V_n; \alpha), \quad n = 0, 1, 2, 3, \ldots, N \]  

where N is the total number of iterations, Vn+1 is the output voltage at the nth iteration and Vn is the corresponding input voltage, f is the transformation given by the chaogate, and \( \alpha \) represents some specified list of chaogate parameters. This is known as a one-dimensional discrete-time map, and, when iterated at fixed \( \alpha \), produce sequences

\[ \{V_n\}\alpha = \{V_0, f(V_0; \alpha) = V_1, f(V_1; \alpha) = V_2, \ldots\} \]  

with an example illustrated in Fig. 4. Even slight changes in \( \alpha \) around some critical point may be enough for the chaogate to transition into and out of chaos. This is why a careful study of the parameter space for chaogate operation is required, something which has yet to appear in the literature.

III. PROPOSED DESIGN METHODOLOGY

The chaogate design procedure involves finding \( f(V_{in}; V_{bias}) \) (\( \alpha = W, V_{bias} \)) for a particular chaogate netlist, where \( W = (W_1, W_2, W_3) \) represent the widths of transistors MN1, MP1, and MN2, respectively. This source of chaos, as studied by Dudek et al. [20] and Kia et al. [6], offers robustness against process variation, which can affect the slope of the transfer characteristics shown in Fig. 1b.

Based on these considerations, our general procedure for analyzing and designing a chaogate system is as follows.

1) For these parameters, Vout is recorded for a discrete sequence of Vin. This recording is done for different values of Vbias to obtain \( f(V_{in}; V_{bias}) \) used in the map given by Eq. 1.

2) This two-dimensional set of data is then used to calculate smooth spline interpolations of the chaogate map, which is used to iterate the map for values Vin over the domain used the generate the discrete set of points. Then, a transient sequence is constructed, where the transient is the first T elements such that the sequence diverges from its initial value if its chaotic. The number of iterations N and the transient length T is predetermined.

3) The Lyapunov exponent is then calculated using

\[ \lambda(\alpha) = \frac{1}{N} \sum_{n=T}^{n=N} |\ln(f'(V_n; \alpha))|. \]  

Figure 1: (a) A three-transistor (3T) chaogate; (b) Vout versus Vin for different Vbias and a specific set of widths.
where \( f' \) is the derivative of the corresponding spline. The Lyapunov exponent is a logarithmic measure of the rate at which the sequence diverges, and a positive Lyapunov exponent (\( \lambda > 0 \)) guarantees chaos for one-dimensional maps [21]. We use this to identify regions of \( V_{\text{bias}} \) for which the system is chaotic.

4) An objective function based on the Lyapunov exponent \( O_\lambda \) defined as \( \max_{\alpha}(\lambda) \) or \( \lambda_m \) is devised. The optimization algorithms discussed in Secs. III-B and III-C are used to satisfy this objective function and return a set of widths and bias voltages such that the system is chaotic.

### A. Parameters Affecting Chaogate Operation

As discussed in the previous section, the threshold voltage of the transistors play a huge role in determining the behavior of the circuit and thus the chaotic behavior. The other parameter which we have not yet discussed but is equally important is the ratio \((W/L)\). For an ideal N-type MOSFET or NMOS transistor (ignoring channel-length modulation), the current through the transistor is given by [22]

\[
I_{DS} = \begin{cases} 
0, & V_{GS} \leq V_{TH}, \\
\mu_nC_\text{ox}\frac{W}{L}(V_{GS} - V_{TH})V_{DS} & V_{GS} < V_{DSAT}, \\
\frac{1}{2}\mu_nC_\text{ox}\frac{W}{L}(V_{GS} - V_{TH})^2 & V_{DS} > V_{DSAT},
\end{cases}
\]

where \( \mu_n \) is the electron mobility, \( C_\text{ox} \) is the gate oxide capacitance, \( V_{TH} \) is the threshold voltage of the transistor, and \( V_{DSAT} \) is the voltage level at which the current saturates. Similar expressions are available for PMOS transistors. From Eq. (4), we see that, for a specific voltage instance of \( V_{GS} \) (voltage across gate-source terminal of the transistor) and \( V_{DS} \) (voltage across drain-source terminal of the transistor), \( I_{DS} \) is directly proportional to \((W/L)\). This then affects the transfer characteristics of the circuit, which can dramatically affect the chaotic behavior of the circuit as well. Thus, the transistor sizes, specified by \((W/L)\), must be chosen meticulously to obtain the desired chaotic operation. We choose \( L \) to be the minimum length allowed by the technology node. The widths \( W \) and \( V_{bias} \) are chosen using the optimization algorithms - Bayesian optimization (BO) and Genetic Algorithm (GA).

### B. Bayesian Optimization

Bayesian optimization [24] is a statistical approach for finding the maximum of an objective function \( f \) that is costly to evaluate over the full range of its argument(s) \( x \in X \). The technique is based upon Bayesian statistics, in which conditional probability distributions are continuously updated as new data is acquired. In practice, Bayesian optimization techniques amount to algorithms that sample the space \( X \) to maximize the conditional probability that a particular point \( x^* = \arg\max_{x \in X} f(x) \) is the location of the function maximum, given all previous observations.

To this end, various sampling algorithms have been devised, though the most common are Gaussian processes, which draw samples assuming independence among the arguments. Similarly, one may provide a prior probability distribution encoding the likelihood that the function maximum lies at each point in the space. The most common prior is a uniform prior, expressing an initial assumption that the function maximum is equally likely to occur anywhere.

Here, we consider a uniform prior and a Gaussian process as the sampling algorithm of our Bayesian optimizer (BO). Details on the parameter space, objective function, and implementation are given in Sec. IV.

### C. Optimization using Genetic Algorithm

Genetic Algorithm (GA) is an evolutionary-based optimization technique inspired by Darwin’s theory of natural selection. The basic idea in GA is to find the fittest individual or the best solution over a specific search space using three evolutionary operators - selection, crossover, and mutation - that are applied to a population of chromosomes as shown in Fig. 2a. Chromosomes are individuals that represent potential solutions to a problem (e.g., 1 through 4 represents different chromosomes in Fig. 2b). A chromosome is typically represented as a string of binary bits or real numbers called genes. During the start of the algorithm, a large population of these chromosomes is created at random. Each chromosome is assigned a metric value based on the fitness function, which determines how good the chromosome is at solving the problem. If it solves
the problem, then the algorithm halts. Otherwise, depending on the fitness values, only a few chromosomes are selected as denoted by the step selection (see Fig. 2c). The next steps involve creating new chromosomes, which is accomplished by swapping genes of two fit chromosomes in a process called crossover, as shown in Fig. 2d, and by mutating certain genes of the chromosomes in a process called mutation, as shown in Fig. 2e. This concludes one run or generation of the GA algorithm and this evolution process continues until the fittest chromosome is created or a stopping criterion is met [25]. In a particular GA, only a fraction of the chromosomes are replaced, and the selection process is biased towards the fitter individuals.

**GA optimization for chaogate design:** In the context of chaogate design, our fitness function is the Lyapunov exponent (Eq. (3)) and the fittest chromosome is the one with the highest Lyapunov exponent. For this analysis, a stopping criteria can be provided such as \( \lambda = k \), where \( k \) is a positive real number, or the algorithm is allowed to run for fixed number of iterations or generations after which the values of \( W \) with the maximum \( \lambda \) are selected for the chaogate.

### IV. Simulation Results and Analysis

#### A. Simulation Setup

We simulate the netlist shown in Fig. 1a in multiple commercial technology nodes with 65 nm assumed when not specified. A DC sweep of \( V_{out} \) versus \( V_{in} \) with \( V_{bias} \in [0, 1.2] \) V and \( V_{DD}=1.2 \) V is performed to obtain the transfer characteristics like those in Fig. 1b. As discussed earlier, we optimize \( W \). The creation of netlist, the optimization of transistor parameters, and the corresponding simulations (with new width values) are entirely done within the Python environment as shown in Fig. 3. We use PySPICE [26] v. 1.4.3, which is an open-source module that allows the user to simulate and manipulate SPICE netlists within Python by interfacing to the Ngspice v. 33 simulator.

#### B. Simulation Procedure

In the simulations, we use the procedures discussed in Sec. III for generating \( f(V) \). At intermediate steps, a convenient method for visualizing the dynamics is through a cobweb diagram [21], which overlays the trajectories on the transfer function with an example shown in Fig. 4. We iterate the map to produce a cobweb diagram that describes the behavior of the system - a closed polygon indicates a repetitive sequence of fixed values (Fig. 5a) while a filled region of non-repetitive values suggests chaos (Fig. 5b). This behavior of the system can also be examined using a bifurcation diagram (Fig. 5c) which shows the values visited by the system as the bifurcation parameter \( V_{bias} \) in our case) changes. From Fig. 5c, we observe regions of chaos and windows of periodic behaviour of the chaogate circuit. Lastly, we use BO and GA to suggest desirable \( W \) for chaogate design.

For each sequence \( \{V_n\} \) (Eq. (2), Fig. 4), we find that \( N = 2,500 \) with \( T = 500 \) is enough to obtain representative sequences starting with an arbitrarily chosen \( V_0 = 0.45 \) V. We fix these quantities for the remainder of this simulation. Next, we calculate the Lyapunov exponent using Eq. (3). We use \( \lambda > 0 \) to identify regions of \( V_{bias} \) for different \( W \) such that the system is chaotic (Fig. 5, 6). Similarly, we calculate the Shannon entropy \( (H) \) of the long-term behavior of the probability density function of each chaogate iteration sequence using

\[
H(\alpha) = - \sum_{n=T}^{n=N} p_n(\alpha) \log_2(p_n(\alpha)),
\]

where \( p_n(\alpha) \) is the frequency of observation of element \( V_n \) from the iterated map sequence \( \{V_n\} \).

#### C. Optimization Results and Analysis

As discussed in Sec. III, the optimization cost corresponding to the design of the chaogate has not been determined previously. Here, we consider both data- and time-efficient types, namely, BO and GA to optimize the function \( O_\lambda = \max_\alpha(\lambda) \), which explores the width space to return a specific set \( W \).

To allow a fair comparison, the same number of iterations is considered for the BO and GA. Moreover, the range of parameters searched to perform the optimization is also fixed. Specifically, for the BO, we use the Python package *skopt* and the function *gp_minimize* with default parameters. For GA, we devise a simple evolutionary algorithm as described in Sec. III-C.

**Results with objective of \( \lambda_m \):** We run the BO and the GA algorithms for 100 generations and the corresponding results are shown in Figs. 6b and 6c. We also compare these results...
Figure 5: Cobweb plots of two regions showing (a) non-chaotic and (b) chaotic system behavior as $V_{bias}$ is changed for fixed $W = (120, 120, 2000)$ nm. (c) Bifurcation diagram, which shows the set of unique chaogate iteration points $\{V_n\}$ on the vertical for each bias voltage on the horizontal.

Figure 6: Dynamics of the chaogate (a) for $W = (480, 480, 4800)$ nm and $L = 60$ nm over the full range of $V_{bias}$ [15]. (Blue) Bifurcation diagram showing set of map iterations $\{V_n\}$. (Red) Lyapunov exponent; shaded red regions are where $\lambda > 0$ and the system is chaotic. (Green) Entropy of the map iterations in bits, calculated by binning $\{V_n\}$ in 0.01 V increments. (b) with $\lambda_m = 0.40$ at $W = (65, 247, 958)$ nm obtained using BO. (c) with $\lambda_m = 0.37$ at $W = (66, 177, 2052)$ nm obtained using GA.

Figure 7: Dynamics of chaogate with the maximum entropy (a) $H_m = 6.18$ bits at $W = (331, 65, 950)$ nm obtained using BO. Note the two bands of chaotic behavior, one of which indicates chaos even at $V_{bias} = 0$. Both regions are punctuated by periodicity characterized by drops in $H$ and $\lambda$. (b) $H_m = 5.89$ bits at $W = (1320, 87, 2060)$ nm obtained using GA.

With the state-of-the-art chaogate circuit specified in Ref. [15] and shown in Fig. 6a, both optimization algorithms are run to obtain a set of widths that achieve the largest Lyapunov exponent $\lambda_m$. The results obtained from these optimization algorithms look similar in that the change in $H$ (the green steps) and the sign of $\lambda$ (blue spikes) at each bifurcation are approaching the maximal density chaotic region around 0.8 V. Nevertheless, for the same number of iterations and range of parameters searched by the BO and GA, the GA converges to a result, where the $\lambda$’s are positive over a wider range. In comparison to the chaotic system described in Ref. [15], the optimization algorithms clearly find circuits that show larger range of chaos over $V_{bias}$. As shown in Fig. 6a, this system has a very narrow chaotic region (the shaded red region) at around $V_{bias} = 0.6$ V. The wider chaotic region can also prove to be effective against process variation and noise, which will be the subject of our future work.

Results with objective of $H_m$: Now, if we change our objective from $\lambda_m$ to the maximum value of the entropy $H_m$, the structure and position of the chaotic regions shift, giving us the result as shown in Fig. 7. The chaogate designer can certainly choose to have both $\lambda$ and $H$ maximized by providing a multi-objective function $(\lambda_m, H_m)$ to the optimization algorithms. The maximum-entropy region shown in both Figs. 7a and 7b demonstrates a broad band of chaos at low bias voltages specifically Fig. 7a which is chaotic even at 0 V. This may be desirable for extremely low power cryptographic primitives. However, there exist small bands of periodicity in this region, which may interrupt cryptography.

In contrast, optimizing for $\lambda$, as shown in Figs. 6b and 6c, demonstrates the highest density chaotic region of the three (the red shaded region is larger compared to Fig. 6a). The set of states here may have applications in primitives prioritizing cryptography at the expense of power consumption. Additionally, the chaogates in these regions may have near maximal entropy. The 0.01 V bin space provides a total of $\log_2(120) = 6.91$ bits for our estimate. We see in each plot that $H_m \sim 6$ bits, naively suggesting an entropy density around 6/6.91 $\approx 90\%$. More advanced entropy measures, such as the Kolmogorov-Sinai entropy, may yield more accurate results by taking into account information revealed by the ordering of $\{V_n\}$. This is the subject of future work.
TABLE I: Comparison of width values $W = (W_1, W_2, W_3)$ obtained for different technology nodes, namely a commercial 65 nm and PTM 45 nm, 90 nm, and 130 nm. The widths are optimized to obtain maximum Lyapunov exponent using Bayesian Optimization (BO) and Genetic Algorithm (GA). The resulting $H_m$ is also reported.

<table>
<thead>
<tr>
<th>Node [nm]</th>
<th>BO</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>(86, 47, 992)</td>
<td>0.48</td>
</tr>
<tr>
<td>65</td>
<td>(65, 247, 958)</td>
<td>0.4</td>
</tr>
<tr>
<td>90</td>
<td>(162, 149, 2032)</td>
<td>0.35</td>
</tr>
<tr>
<td>130</td>
<td>(201, 236, 1882)</td>
<td>0.38</td>
</tr>
</tbody>
</table>

D. Demonstration on Different Technology Nodes

Our optimization approach is flexible and can be applied to other technology nodes, chaotic circuits, and other analog circuits. Here, we use it to port chaotic behavior of the chaogate to different technology nodes, thus relieving the designer’s burden. As seen in Table I, the optimizer returns a set of widths for different transistor technologies and it can be optimized to obtain either $\lambda_m$ or $H_m$.

The key message that the results in Table I convey is that both the BO and GA could converge to (almost) similar widths regardless of the transistors technology. Nevertheless, to decide which algorithm should be chosen to perform the optimization task, time complexity can play a crucial role. To address this, we measure the time that the algorithms take to optimize the circuit 100 times for the commercial 65 nm model. The BO takes 157.3 s, while the GO finishes the task in 143.7 s. Similar trends have been observed for other transistor models. Note that although the difference between the time complexity of the BO and GA is not substantial in our scenario, this difference can affect the efficiency of the design process for larger or more complex analog circuits.

V. Conclusion and Future Work

AI is a promising approach for co-optimization of circuit security and performance. Here, we present a clear framework for designing chaotic circuits and explore the optimization problem underlying such a task in terms of its computational cost. As this cost has not been discussed in the literature, we have applied two well-known optimization methods, namely BO and GA borrowed from AI, which are less time-efficient and less data-efficient, respectively. In the current literature, it has been suggested to combine the two [23], which will be a subject of our future work. Moreover, future work includes tuning the hyperparameters of the optimization routine, testing other objective functions and constraints (including traditional circuit metrics such as area and power), performing a noise sensitivity analysis, and completely exploring the transistor-width parameter space to identify different trends. Additionally, the results obtained here will be used to fabricate chaogates in silicon for further experimental research.
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